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First, we construct a Gaussian input file for dimer according to the structure. iop(3/33=1) 

nosymm guess(only) should be present in route section. IOp(3/33=1) tells Gaussian to output 

overlap matrix in original basis; nosymm instructs Gaussian to do not adjust the coordinate to 

standard orientation; guess(only) is specified because we do not require converged wavefunction 

of the dimer. The input file is provided as examples\intermol\DB-TTFdimer.gjf. Run it by Gaussian, 

and then we obtain DB-TTFdimer.out. 

Next, we extract the first and the second monomer coordinates in turn from the dimer input 

file to construct two Gaussian input files for the two monomers, named as DB-TTF1.gjf and DB-

TTF2.gjf, the two files can also be found in examples\intermol folder. nosymm and pop=full 

should be specified in route section. Use Gaussian to run the two files to yield DB-TTF1.out and 

DB-TTF2.out. 

After that, boot up Multiwfn, and input below commands: 

DB-TTFdimer.out 

100 

15 // Then Multiwfn will read overlap matrix (in original basis) from DB-TTFdimer.out 

DB-TTF1.out // Multiwfn will read MO coefficients of monomer 1 from the file 

DB-TTF2.out // Multiwfn will read MO coefficients of monomer 2 from the file 

Now, input such as i,j then the intermolecular orbital overlap integral between MO i in 

monomer 1 and MO j in monomer 2 will be printed. To obtain the integral between HOMO-

HOMO, input 78,78, we immediately get -0.01389242; Then input 79,79, we will find the integral 

between LUMO-LUMO is 0.00906935. 

 

4.100.18 Yoshizawa's electron transmission route analysis for 

phenanthrene 

In this example, we will use Yoshizawa's formula (Acc. Chem. Res., 45, 1612) to analyze 

favourable electron transimission routes for phenanthrene. Related theory, requirement of input 

file and program options have been introduced in Section 3.100.18. The numbering scheme of the 

carbons is shown below. 

 

Boot up Multiwfn and input following commands: 

examples\phenanthrene_NAOMO.out //The Gaussian output file containing "NAOMO" 

information 

2 // Select YZ plane, which is the molecular plane 

Then program will detect which atom has expected pz atomic orbitals, and load their 

expansion coefficients in all MOs. 

Now we select 1, and input 2,11 to check the the transmission probability between 2 and 11. 
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From the output we can know that the transmission probability is 0.855879. The contributions 

from each MO are also shown. From the output we also know that the probability will be 

2.144432 if only HOMO and LUMO are considered. Although Yoshizawa's paper said that in 

common one only need to taken HOMO and LUMO into account, it seems that this approximation 

is not true in quantitative level. The distance route 5.674656 Angstrom is the distance between 

atom 2 and 11. 

Next, we examine which transport routes are the most favourable. Suppose that this time we 

only want to consider HOMO and LUMO, so we choose option -1 and input 47,48. Then choose 

option 2, you will see 
Note: The routes whose absolute value <  0.010000 will not be shown 

Note: The routes whose distance <    0.0000 or > 9999.0000 Angstrom will not be shown 

Atom    7 -- Atom   10  Value and distance:    3.743670    1.359562 

Atom    6 -- Atom   10  Value and distance:    3.098919    5.081382 

Atom    7 -- Atom   14  Value and distance:    3.098919    5.081382 

Atom    7 -- Atom   11  Value and distance:   -2.831680    3.720990 

Atom    2 -- Atom   10  Value and distance:   -2.831680    3.720990 

Atom    6 -- Atom   14  Value and distance:    2.565337    5.765892 

... 

Atom    6 -- Atom    9  Value and distance:   -0.016585    4.927289 

Atom    3 -- Atom   14  Value and distance:   -0.016585    4.927289 

Atom    2 -- Atom    4  Value and distance:   -0.014931    2.456189 

Atom    8 -- Atom   11  Value and distance:   -0.014931    2.456189 

The routes are ranked by transmission probability (absolute value). If we ignore the atoms 

linking three carbons and the duplicated routes due to symmetry, the most favourable four routes 

are 7-10, 6-10, 7-11, 6-14. This conclusion is completely in line with below graph in Yoshizawa's 

paper! 

Note that Yoshizawa stated that connection 9-10 (corresponding to 7-10 in our numbering 

scheme) is predicted to be the best route from the rule, but it is too close to construct a metal-

molecule-metal junction for connection, so the route was not marked on the his graph. 

 

Now we check the feasible routes started from atom 2. Choose option 3, and input 2, you will 

see 
To atom    10    Value and distance (Angstrom):   -2.831680    3.720990 

To atom    14    Value and distance (Angstrom):   -2.344569    6.206600 

To atom    11    Value and distance (Angstrom):    2.144432    5.674656 

To atom     5    Value and distance (Angstrom):   -1.571512    2.787501 

... 

Evidently, 2-10 is the most favourable route. 
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4.100.19 ELF analysis on the promolecular wavefunction combined 

from fragment wavefunctions 

Before reading this section please read Section 3.100.19 first. 

It is usually interesting to analyze the characteristic of promolecular wavefunction, which 

corresponds to the state without any electron transfer and polarization due to the interaction 

between the fragments constituting the system. Commonly, we can use "custom operation" in 

main function 3, 4 and 5 to realize this purpose, see Section 3.7 for introduction of custom 

operation and some illustrative applications in Sections 4.5.4 and 4.5.5. For example, we want to 

study electron density distribution of promolecular state of a complex AB, by using custom 

operation, we can very conveniently instruct Multiwfn to calculate electron density of A and that 

of B respectively, and then sum them up as electron density of the promolecule state. However, 

this process is not applicable to non-linear real space functions such as ELF; that is to say, ELF of 

promolecular state of AB is not equal to the sum of ELF of A and ELF of B, the result is 

completely meaningless. For such cases, we should combine fragment wavefunctions first as 

promolecular wavefunction, and then calculate ELF for it to obtain the ELF distribution in 

promolecular state. 

Below I will show how to use Multiwfn to produce promolecular wavefunction for COBH3 

based on fragment wavefunctions of CO and BH3, and then discuss the corresponding ELF 

character. The .wfn files used below and the corresponding Gaussian .gjf files can be found in 

"examples\genpromol" folder. 

Boot up Multiwfn and then input 

examples\genpromol\COBH3\CO.wfn    // The path of wavefunction file of fragment 1 

100 

19   // Generate promolecular .wfn file from fragment wavefunctions 

2   // Two fragments in total 

examples\genpromol\COBH3\BH3.wfn   // The path of wavefunction file of fragment 2 

Now the promolecular wavefunction file of COBH3 has been outputted to promol.wfn in 

current folder. 

Let's plot ELF for this promolecular wavefunction. Reboot Multiwfn and input 

promol.wfn 

4   // Draw plane map 

9   // ELF 

1   // Color-filled map 

[Press ENTER button] 

2   // XZ plane 

0   // Y=0 

Interestingly, even in the promolecular state, from the resultant graph it looks as if the carbon 

and boron have been bonded to each other. In order to make clear how the relaxation of electron 

distribution affects the ELF character of COBH3, we decide to draw difference map of ELF 

between the actual state and promolecular state. 

Reboot Multiwfn and input 

examples\genpromol\COBH3\COBH3.wfn  // Wavefunction file of actual state of COBH3 

4   // Draw plane map 



4  Tutorials and Examples 

361 

0   // Custom operation 

1   // Deal with only one file 

-,promol.wfn   // Subtracting property of COBH3.wfn by that of promol.wfn 

9   // ELF 

1   // Color-filled map 

[Press ENTER button] 

2   // XZ plane 

0   // Y=0 

Close the graph and then input 

1 

-0.2,0.4   // Set the color scale from -0.2 to 0.4, since as you can see from the command-line 

window, in this plane the data range is from -0.248 to 0.436 

2   // Enable showing contour lines 

-1   // Show the graph again 

 

From this difference map of ELF, it is very clear that after electron relaxation, the electron 

localization character between the C-B bond enhanced evidently. 

Next I will show how to create promolecular wavefunction when open-shell fragments are 

involved. CH3NH2 is taken as example, the two fragments are CH3 and NH2 free-radicals. Boot up 

Multiwfn and input 

examples\genpromol\CH3NH2\CH3.wfn 

100 

19 
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2 

examples\genpromol\CH3NH2\NH2.wfn 

n   // Do not flip spin of orbitals of CH3 

y   // Flip spin of orbitals of NH2. If you do not understand why the spin should be flipped, 

you can consult the corresponding CDA example in Section 4.16.2. 

Now you have promolecular wavefunction of CH3NH2 in current folder. Try to plot ELF for 

it and compare the result with actual state (i.e. examples\genpromol\CH3NH2\CH3NH2.wfn) 

 

4.200 Other functions part 2 

4.200.1 Visually studying weak interaction in molecular dynamics 

simulation by aRDG method 

If you are not familiar with RDG analysis method, you should first read the introduction 

given in Section 4.100.1. The theory exemplified in this section is a generalization of RDG 

analysis method (known as aRDG method), so that the weak interaction can also be revealed in 

fluctuation environment, e.g. molecular dynamics (MD) or Monte Carlo simulation. The basic 

principle of aRDG is proposed in J. Chem. Theory Comput., 9, 2226, and I have also briefed it in 

Section 3.200.1. 

In this example I will show how to use Multiwfn to visually study the weak interaction 

between waters in the MD simulation of bulk water system. You can use any program to perform 

the MD, as long as you know how to convert the trajectory to .xyz trajectory. Here I assume that 

you are a Gromacs 4.5 user. The detailed steps of the MD process are given below, all of the 

related files can be found in "examples\aRDG" folder. 

 

Generating MD trajectory by Gromacs 

First, build a file named "emptybox.gro", which records a blank box, and the side length in 

each direction is 2.5nm. Then run below command to fill the box with waters. 

genbox -cp emptybox.gro -cs spc216.gro -o water.gro 

 

Run below command and select "GROMOS96 53a6 force field" to obtain the top file of the 

bulk water system. SPC/E water model is employed. 

pdb2gmx -f water.gro -o water.gro -p water.top -water spce 

 

Then carry out NPT MD by 100ps to equilibrate the bulk water at 298.15K, 1atm 

environment. 

grompp -f pr.mdp -c water.gro -p water.top -o water-pr.tpr 

mdrun -v -deffnm water-pr 

 

Using VMD program to load water-pr.gro, select a water close to the center of the box. We 

select the water with resid index of 101, which is highlighted in below graph. Note that the two 

hydrogens in this water have index of 302 and 303, and the index of the oxygen is 301. 
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This water will be freezed in the following MD simulation. In order to do so, we generate 

index file, namely inputting below commands 

make_ndx -f water-pr.gro 

ri 101 

q 

 

Run following command to do 1ns equilibrium MD simulation at 298.15K, the trajectory will 

be saved every 1ps, and finally we will obtain 1000 frames. The water with resid index of 101 is 

freezed via the keyword "freezegrps = r_101". Note that NVT ensemble instead of NPT is used, 

because NPT process will scale the coordinate of the atoms, which somewhat destorys the effect 

of freezing. 

grompp -f md.mdp -c water-pr.gro -p water.top -o water-md.tpr -n index.ndx 

mdrun -v -deffnm water-md 

 

Load "water-pr.gro" and "water-md.xtc" into VMD in turn, select "File"-"Save Coordinate..." 

option and set the file type as xyz, then set "Selected atoms" as "all", input 1 and 1000 in the 

"First" and "Last" window respectively, then click "Save" button to convert the Gromacs trajectory 

to wat.xyz. 

 

Generating grid data by Multiwfn 

Boot up Multiwfn and input following commands 

wat.xyz 

200  // Main function 200 

1  // aRDG analysis 

1,1000  // The range of the frames to be analyzed 

7 

301,301  // Using atom 301 (the oxygen of the freezed water) as the box center of the grid 

data 

80,80,80  // The number of grid points in each side 

4.5,4.5,4.5  // Extend 4.5 Bohr in each side 

Now Multiwfn starts to calculate electron density, its gradient and Hessian of each frame, 
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then their average quantities will be obtained, and finally Multiwfn calculates average RDG and 

average sign(lambda2)rho. The whole process is time-consuming; at a common Intel 4-cores 

computer about half an hour will be consumed. (Note that the electron density I referred here is 

produced by promolecular approximation, which is constructed by simply superposing the density 

of the atoms in their free-state) 

After the calculation is finished, you can select option 1 to check the scatter plot between 

average RDG (X-axis) and average sign(lambda2)rho (Y-axis), see below, there is also option used 

to export the corresponding data points to plain text file. 

 
 

Select 6 to export the grid data of average RDG and average sign(lambda2)rho as 

avgRDG.cub and avgsl2r.cub in current folder, respectively. 

Since we wish to check the stability of weak interaction, we also select 7 to export thermal 

fluctuation index to thermflu.cub in current folder. Note that this process requires recomputing 

electron density of each frame, and thus is time-consuming. 

 

Analysis 

Copy avgRDG.cub, avgsl2r.cub, thermflu.cub as well as avgRDG.vmd and 

avgRDG_TFI.vmd in "examples\aRDG" folder to the directory of VMD program. 

Simply boot up VMD and input source avgRDG.vmd in its console window, the average RDG 

isosurface will be shown up with isovalue of 0.25, meantime the average sign(lambda2)rho is 

mapped on the isosurface by various color. In order to make the graph clearer, one should screen 

unrelated atoms, that is enter "Graphics-Representation"， then select the entry whose "style" is 

"CPK", and input serial 301 302 303 in the "Selected Atoms" box and then press ENTER button. 

Now only the water with resid index of 101 presents in the graph. After proper rotation and 

translation of view, you will see 
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Unfortunately, around the water of interest, there are large amount noisy isosurfaces, which 

somewhat messed up the graph, thus it is better to shield them. This aim can be achieved by main 

function 13 of Multiwfn, the steps are described below. 

Write a plain text file named index.txt, whose content is 

3     // The number of atoms 

301 302 303     // The index of the atoms 

Then boot up Multiwfn and input 

avgRDG.cub 

13  // Process grid data 

13  // Set the value of the grid points far away from specific atoms 

1.5  // If the distance between a grid point and any atom recorded in index.txt is longer than 

1.5 times of vdW radius of corresponding atom, then the value of the grid point will be set as 

given value 

100  // The given value is 100, which is arbitrary, as long as larger than the isovalue of the 

RDG isosurfaces (0.25) 

index.txt  // Which specifies the atoms of interest 

0  // Export the updated grid data to a new cube file 

avgRDG.cub  // The name of the new cube file 

Copy the newly generated avgRDG.cub to the folder of VMD program to overlay the old one, 

then use the script avgRDG.vmd again to plot the graph, after some adjustments you will see (for 

clarity, the view of two sides are shown at the same time) 
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The graph we obtained this time is very clear. The color scale is from -0.25 to 0.25, 

corresponding to the color variation of Blue-Green-Red. More blue denotes electrostatic 

interaction or H-bond effect in corresponding region is stronger, and more red suggests more 

intensive steric effect. Green region implies low electron density, corresponding to vdW 

interaction. From the graph one can see that there are two blue ellipses near the two hydrogens, 

rendering that in the MD process, strong H-bonds are formed due to the O-H group. The slender 

green isosurface exhibits in which direction this water prefers to interact with other waters by vdW 

interaction. There is a big lump of isosurface above the oxygen, on which the red color appears in 

the middle part, while blue color occurs at the two ends; the latter reflects that the two lone pairs 

of the oxygen act as H-bond acceptors during the simulation, while the former reveals the 

repulsive interaction zone between waters. Note that if we set the isosurface of RDG smaller (e.g. 

0.18), then this isosurface will be dissected as two, which perhaps correspond to the two 

coordination shells of the water. 

 

Next, we study the stability of the weak interactions. First disable present isosurfaces, and 

then input the command source avgRDG_TFI.vmd in the console window, after some adjustments 

you will see 

 
The color scale is 0~1.5, still corresponding to the color transition of Blue-Green-Red. More 

blue (red) means the thermal fluctuation index (TFI) is smaller (larger), and hence the weak 
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interaction in corresponding region is more stable (unstable). The graph shows that it is stable that 

the water behaves as H-bond donor, while the stability of the water acting as H-bond acceptor is 

slightly weaker; the vdW interaction region is totally red, rendering that vdW interaction is 

evidently unstable compared to hydrogen bonding. 

 

4.200.4 Study iso-chemical shielding surface (ICSS) and magnetic 

shielding distribution for benzene 

Iso-chemical shielding surface (ICSS) denotes isosurface of magnetic shielding value, which 

presents intuitive picture on aromaticity. If you are familiar with NICS, you can also simply view 

ICSS as the isosurface of NICS with inverted sign. Please see Section 3.200.4 for more 

information. In this example we will study benzene, since this is a planar system, we will plot 

ICSSZZ instead of ICSS, namely only the component of magnetic shielding tensor perpendicular to 

molecular planar will be taken into account. ICSSZZ must be more physically meaningful than 

ICSS, just like NICSZZ is a better aromaticity index than NICS (proved in Org. Lett., 8, 863). 

Meanwhile I will also show how to plot magnetic shielding value in a line and in a plane. 

Note that Multiwfn itself is incapable of calculating magnetic shielding tensor and requires 

Gaussian to do that. 

Before running Multiwfn, you should prepare a Gaussian input file of standard single point 

task for present system, which later will be taken as template. This file has already been provided 

as "examples\ICSS\benzene.gjf". Meantime, you should prepare a file containing the structure of 

corresponding system, for benzene this file is provided as "examples\ICSS\benzene.pdb" 

Boot up Multiwfn and input below commands 

examples\ICSS\benzene.pdb    // Note that molecular plane is in XY plane 

200  // Other functions (Part2) 

4  // Generate grid data of ICSS or related quantities 

-10  // Change extension distance, because the default value is somewhat too small for this 

molecule 

12  // 12 Bohr of extension distance 

1  // Low quality grid, magnetic shielding tensor at 130910 points will be calculated by 

Gaussian later. Since present system is not very small, using medium or better quality grid will be 

expensive 

n  // Do not skip the step of generating Gaussian input file, because this is the first time we 

carry out analysis and thus currently we do not have Gaussian input/output files in hand 

examples\ICSS\benzene.gjf   // The path of template input file 

Now Multiwfn generates a lot of Gaussian input files of NMR task in currenet folder based 

on the template file. The files are named as NICS0001.gjf, NICS0002.gjf ... NICS0017.gjf. Run 

these files by Gaussian. 
Note: If these files cannot be runned by your Gaussian normally, please check the tail of the output file, there 

are two common reasons: 
(1) The %mem is too small to finish the task, you need to set %mem in the template .gjf file to a large value 

and retry. 
(2) The "NICSnptlim" in settings.ini is too large, you should properly reduce it and try again. The reason is 

that in Gaussian there is a limit on the number of Bq atoms, and it is somewhat dependant of the version of 
Gaussian and your computer. Beware that for G09 D.01 and may be some later versions, you should always add 
"guess=huckel" keyword, otherwise due to memory allocation bug the NICSnptlim has to be reduced to a very 
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small value to make Gaussian run normally; in this case the overall computational cost will be quite high. 
Hint: You can make use of the script "examples\runall.sh" (for Linux) or "examples\runall.bat" (for Windows), 

which invokes Gaussian to run all .gjf files in current folder to yield output files with the same name but with .out 
suffix. 

Assume that the output files (NICS0001.out, NICS0002.out...) have been placed in 

"C:\benzene" folder, in the window of Multiwfn input C:\benzene\NICS and then input 5 to select 

ZZ component, Multiwfn will load these output files and convert magnetic shielding tensors to 

grid data of ICSSZZ. After that you can see a new menu, you can directly visualize isosurface of 

the grid data by option 1, export it as cube file by option 2 or re-select the property you are 

interested in, for example ICSS or ICSSXX. The isosurface of ICSSZZ=2.0 is shown below 

 

As you can see, the green isosurface (positive Z-component shielding value), completely 

covers the region above and below the benzene ring, suggesting that due to the induced ring 

current originated from the globally delocalized π-electrons, the Z-direction external magnetic 

field is largely shielded in these regions, this observation implies the strong aromaticity of 

benzene. From below scheme we can understand the ICSSZZ more deeply; in the cylindrical 

region perpendicular to and through the benzene, the direction of induced magnetic field (purple 

arrows) is exactly opposite to external magnetic field (B0), this is why in this region Z-component 

of magnetic shielding value is large. 

 

You can also see, blue isosurface (negative Z-component shielding value) presents in the 

outlier region of benzene, exhibiting de-shielding effect. This is mostly because the induced 

magnetic field is parallel to B0 and thus enhances B0 in this region. 

If you properly rotate viewpoint, you will clearly find the C-H bond is also completely 

covered by the green surface. The reason is that the σ-electrons involved in the C-H bonding form 

conspicuous local induced ring current, so the external magnetic field is also strongly shielded 

around the C-H bond. 

Now close the GUI window, and select 2 to export the grid data to ICSSZZ.cub in current 

folder. 
Digression: Assume that you have obtained the Gaussian output files, and the Multiwfn instance has been 

terminated due to some reasons, but now you would like to re-analyze ICSS for this system, you should exactly 
repeat the steps what you have done before, the grid must be set in the same manner, then when Multiwfn asks you 
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"If skip generating Gaussian input file of NMR task?", you should input "y", then the Gaussian input files will not 
be re-generated, and you can directly feed the Gaussian output files you have obtained into Multiwfn. 

 

Next I will show how to plot magnetic shielding value in a line and in a plane. Since we 

already have grid data of ICSSZZ in hand, magnetic shielding value at any point in a line/plane can 

be easily obtained by means of linear interpolation technique based on the grid data. 

We first plot color-filled map for ICSSZZ in the YZ plane with X=0. This plane is normal to 

benzene and crosses C4-H10 and C1-H7. Set "iuserfunc" in settings.ini to -1, and then boot up a 

new Multiwfn instance and input below commands 

ICSSZZ.cub 

4   // Plot plane map 

100   //User-defined function, which now corresponds to the function interpolated by the 

grid data of ICSSZZ.cub 

1   // Color-filled map 

[Press Enter] 

0   // Set extension distance of the plot 

8 

3   // YZ plane 

0   // X=0 

Now the graph pops up, close it and then input 

4  // Show atom labels 

11  // Crimson text 

1  // Change lower and upper limit 

-5,45 

-1  // Replot the map 

Now you can see below map 

 
From the graph one can find that although Z-component of magnetic shielding in the center 

of benzene is an evident positive value, the magnitude is by far less than in the region above and 

below the ring plane. The reason is clear, that is benzene only has π-aromaticity, while its σ-

electrons are not globally delocalized to form σ-aromaticity, so the shielding effect is relatively 
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weak in the plane due to lack of contribution of σ-ring current. 

Next, we plot curve map to study the variation of magnetic shielding in the line perpendicular 

to ring plane and starting from ring center. Choose -5 to return to main menu and input 

3   // Plot curve map 

100 

2   // Input coordinate of two points to define a line 

0,0,0,0,0,12   // The line starts from ring center (0,0,0) and ends at 12 Bohr above the ring 

plane 

You will immediately see 

 

It can be seen that the maximum of Z-component of magnetic shielding value occurs about 

1.8 Bohr above the ring plane. 

Probably you have noticed that in some regions the curve map and plane map are not smooth 

enough, this is because the grid of ICSSZZ.cub is relative coarse (the grid spacing is large). If we 

use denser grid when calculating ICSSZZ, the graphs will be improved. Also beware that since the 

extension distance used in the calculation of grid data of ICSSZZ is only 12 Bohr, when we plot 

curve or plane map based on the interpolated data of ICSSZZ, the spatial range involved in the map 

should not be too large. For example, we cannot plot the curve map from (0,0,0) to (0,0,20). 

 

ICSS is very useful for discussing aromaticity and anti-aromaticity, many instances can be 

found in the original paper of ICSS (J. Chem. Soc. Perkin Trans. 2, 2001, 1893), and in some 

applicative papers, such as J. Phys. Chem. A, 116, 5674 (2012). AFAIK, ICSSZZ is first proposed 

by me in this manual and has not been discussed in any literature yet. 

I strongly recommend the users do some more practices about plotting and analyzing 

ICSS/ICSSZZ, I provided some ideal exercise systems in "examples\ICSS" folder, including 

azulene, cyclobutadiene, cycloheptatriene, porphyrin, propane and pyracylene; among them 

cyclobutadiene is the most simple one. Below is the ICSS=0.5 isosurface of cyclobutadiene 

showing in two representations; from the graph it is clear that this system shows strong anti-

aromaticity character, the 4n π-electrons cause evident de-shielding effect in the cylindrical region 

perpendicular to and through the ring, this situation is in complete contrast to benzene. 
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I wrote a very detailed post to discuss ICSS, in which all systems in "examples\ICSS" folder 

are involved, see "Using Multiwfn to study aromaticity by drawing iso-chemical shielding 

surfaces" (in Chinese, http://sobereva.com/216). 

 

4.200.5 Plot radial distribution function of electron density for 

fullerene 

Multiwfn is capable of plotting radial distribution function (RDF) for any real space function, 

see Section 3.200.5 for detail. This function is particularly useful for studying the electronic 

structure character of sphere-like system. In present example, we will plot RDF for electron 

density of fullerene (C60). 

Since .wfn file of fullerene at B3LYP/6-31G* level is large, I only provide the corresponding 

Gaussian input file for you (C60.gjf in example folder), please modify and run it by Gaussian to 

produce C60.wfn. 

Boot up Multiwfn and input: 

C60.wfn 

200  // Other functions (Part 2) 

5  // Plot RDF for a real space function 

3 

1,6  // Set the lower and upper limit of RDF to 1.0 and 6.0 Angstrom, respectively 

0  // Calculate RDF and its integration curve 

After the calculation is finished, select option 0, below RDF map will be shown on the screen, 

the X-axis corresponds to radial distance 

http://sobereva.com/216�
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As you can see, the peak of RDF is about 3.5 Angstrom, this is because the distance between 

nucleus of carbons and the sphere center is 3.545 Angstrom. It is known that electron density has 

maximum at nuclear position for any atom except for hydrogen. 

If you carefully examine the RDF curve, you will find that the curve on the right side of the 

peak is slightly higher than that on the left sight. The reason is that the amount of  electrons at 

outer side of fullerene is richer than inner side. You can also draw and analyze ELF isosurface 

map to confirm this point. 

You can also choose option 2 to plot integration curve of RDF, as shown below 
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Probably you have noticed that after the calculation was finished there is a prompt: 
Integrating the RDF in the specified range is        344.9321931513 

which means integrating the RDF from r=1.0 to r=6.0 Angstrom yields 344.932, which also 

corresponds to the value of integration curve at r=6.0. This value deviates evidently from our 

expectation, namely the number of electrons in current system (360). One reason is that the default 

number of integration points is not large enough (500 and 2030 for radial and angular parts, 

respectively. You can manually increase them), while another reason is more important, that is the 

size of current system is too large, using single-center integration method is too difficult to yield 

very accurate result, at least for integrating electron density. 

 

4.200.8 Calculate polarizability and hyperpolarizability for NH3 via 

sum-over-states (SOS) method 

In this example I will show how to use Multiwfn to calculate polarizability and 

hyperpolarizability based on sum-over-states (SOS) method for HF molecule. Please make sure 

that you have read Section 3.200.8. 

As introduced in Section 3.200.8, SOS calculation requires information of a large amount of 

electronic states, including electric dipole moments, excitation energies, and transition dipole 

moments between these states. Commonly these information can be obtained by ZINDO, CIS, 

TDHF and TDDFT calculations. In this example we use the very popular CIS method. According 

to my experiences, the more expensive methods TDHF and TDDFT, which can produce more 

accurate excitation energies, do not necessarily give rise to better (hyper)polarizability than CIS 

when used in combination with SOS technique. 

We use Gaussian program to carry out the CIS calculation. However, Gaussian itself cannot 

output enough information for SOS calculation. Though for CIS (and ZINDO) there is a keyword 

alltransitiondensities, which makes Gaussian output transition density moment between each pair 

of excited states, however electric dipole moment of all states still cannot be obtained in a single 

run. Fortunately, we can use the very powerful electron excitation analysis module of Multiwfn to 

generate all information needed by SOS based on the output file of Gaussian CIS/TDHF/TDDFT 

task. 

 

First, run "examples\NH3_SOS.gjf" to produce output file of Gaussian CIS task 

(NH3_SOS.out), and use formchk utility to convert the checkpoint file to NH3_SOS.fch. 
Since the SOS results converge often slow with respect to the number of excited states taken into account, we 

produce as high as 150 excited states in this example to substantially avoid truncation error. Of course, employing 
higher number of excited states needs more computational time in both of the CIS calculation and the subsequent 
SOS calculation in Multiwfn. In most practical studies, 100 states is generally large enough, and even 70 is often 
enough to provide usable results. Calculation of hyperpolarizability, especially the high-order ones, has very 
stringent requirements on the quality of basis-set, abundant diffuse functions are absolutely indispensable. In this 
example we employ def2-TZVPPD (J. Chem. Phys., 133, 134105), which is a high-quality basis-set optimized for 
calculation of molecular response properties. Since this is not a built-in basis-set in current version of Gaussian, it 
was picked from EMSL website (https://bse.pnl.gov/bse/portal). The keyword IOp(9/40=5) is important, because 
in the ZINDO/CIS/TDHF/TDDFT task by default Gaussian only outputs the transition coefficients whose absolute 
values are larger than 0.1, while IOp(9/40=5) lowers the criterion to 0.00001, so that much more coefficients can 
be outputted, and thereby we can obtain accurate transition dipole moments by Multiwfn at next step. 
Worthnotingly, you can also use TDHF or TDDFT instead of CIS, for example you can write #P TD(nstates=150) 
CAM-B3LYP/gen IOp(9/40=5). 

Boot up Multiwfn and input below commands 
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C:\gtest\NH3_SOS.fch 

18   // Electron excitation analysis module 

5    // Calculate transition dipole moments between all excited states 

C:\gtest\NH3_SOS.out 

3 

The file SOS.txt generated in current folder contains all information needed by SOS 

(hyper)polarizability calculation. This file can be directly used by SOS module of Multiwfn. 

Reboot Multiwfn and input 

SOS.txt 

200   // Other function (Part 2) 

7     // Calculate (hyper)polarizability by sum-over-states (SOS) method 

Note that all units used in the SOS module are atomic units. 

Select 1 and input 0 to calculate static polarizability (0;0) first, the result is 
Polarizability tensor: 

             1              2              3 

 1      14.610682       0.000000       0.000000 

 2       0.000000      14.610682       0.000000 

 3       0.000000       0.000000      14.552483 

Isotropic polarizability:      14.591283 

Polarizability anisotropy (definition 1):       0.058199 

Eigenvalues:      14.552483      14.610682      14.610682 

Polarizability anisotropy (definition 2):       0.029100 

As can be seen, not only the polarizability tensor, but also some related quantities are 

outputted. Their definitions can be found in Section 3.100.20. The isotropic average polarizability 

we obtained here is 14.59, which is in perfect agreement with the experimentally determined value 

14.56 ! (Mol. Phys., 33, 1155) 

Then we calculate dynamic polarizability (-;) and assume the frequency of external field 

to be 0.0719 a.u. Select option 1 again, input 0.0719, from the output we can see the dynamic 

isotropic polarizability at =0.0719 is 14.86, which is slightly larger than the static counterpart. 

Next, we calculate first hyperpolarizability and consider the static case (0;0,0). Select option 

2 and input 0,0. Only the  component along the dipole moment direction, namely ||, is what we 

are particularly interested in, since only this quantity can be determined experimentally. From the 

output we find ||(0;0,0) is -38.98. The corresponding experimental value is not available, however 

this value is close to the highly accurate value calculated by CCSD(T) method (-34.3, see J. Chem. 

Phys., 98, 3022). 

Now we calculate (-2;,) at =0.0656 a.u. Select option 2 again and input 0.0656, 

0.0656 to set the frequency of both two external fields as 0.0656 a.u. This time the || value is -

49.69, which is again in excellent agreement with the experimentally determined value -48.91.2 

(see A. Hernández-Laguna et al. (eds.), Quantum Systems in Chemistry and Physics, Vol. 1, p111) 
Note: Although in this example the agreement between our SOS/CIS calculations and the reference values is 

suprisingly good, this is not always hold for other systems. The SOS/CIS method sometimes severely 
overestimates  value! 

Finally, we tentatively calculate second hyperpolarizability . Select 3 and input 0,0,0 to 

assume static electric fields. Since calculation of  is evidently more time-consuming than , 

Multiwfn does not automatically use all states but allow you to set the number of states to be taken 
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into account. Larger value in principle gives rise to better result, but of course more time will be 

consumed in the calculation. Here, we input 150 to use all states. After a while, the result is shown 

on screen, the average of  is 928.74. Beware that this value may be inaccurate (reference value is 

not available, so I am not sure if this is a good result), one of the main reasons is that the basis-set 

we used in the electron excitation calculation is not large enough. Accurate calculation of  usually 

requests a basis-set like d-aug-cc-pVTZ (or a even better one), which has an additional shell of 

diffuse functions compared to the commonly used aug-cc-pVTZ. 

Multiwfn is also capable of calculating third hyperpolarizability (-;1,2,3,4) where 

=1+2+3+4, but we do not do this in present example, because this quantity is fairly 

unimportant, and the calculation is terribly expensive when the number of states in consideration 

is large; moreoever, a sky-high quality of basis-set must be employed in the calculation... 

 

A very important point in SOS calculation is that the number of states used must be high 

enough; in other words, if n states are involved in your SOS studies, the variation of the 

(hyper)polarizability with respect to the number of states have to be converged before n, otherwise 

n must be enlarged. By using Multiwfn we can readily examine if the convergence condition is 

satisfied. Here we check the convergence of static . Select option 6 and input 0,0, after a while, 

the result is exported to "beta_n.txt" in current folder, the meaning of each column is clearly 

indicated on screen. Use your favourite tool to plot the data in "beta_n.txt". If you are an Origin 

user, you can directly drag this file into Origin window and plot the data as curve maps. You can 

also similarly use option 5 and 7 to study the convergence of  and . Below graphs show the 

variation of static || as well as static isotropic average polarizability <> with respect to the 

number of states. 
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It is clear that both of the two quantities have basically converged at n=100. Since we employed 

150 states in our calculations, the error due to the truncation of states can be safely ignored. From 

the graph one can also see that if the number of states is truncated at 70, the results are still 

qualitatively correct. 

 

In the SOS module of Multiwfn one can also easily study the variation of dynamic 

(hyper)polarizability with respect to the frequency of external fields. For example, we investigate 

the variation of (-1;1,0) as 1 varies from 0 to 0.5 a.u. with stepsize of 0.01. Write a plain text 

file, each row corresponds to a pair of 1, 2 (2 is fixed at zero in this example), for example 
0.00  0 

0.01  0 
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0.02  0 

... 

0.5   0 

Tips: For convenience, you can utilize Microsoft Excel program to generate frequency list, and save the table 
as .txt file (you can select such as "Text (tab delimited)", but do not choose "Unicode text"). 

Then choose option 16, input the path of the plain text file, the  will be calculated at each pair of 

frequencies, the result will be outputted to "beta_w.txt" in current folder; the meaning of each 

column of the data is clearly indicated on screen. The data can be directly plotted as curve map by 

Origin, like below: 
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4.200.12 Calculate energy index (EI) and bond polarity index (BPI) 

In this section I will illustrate how to calculate EI and BPI indices, which were defined in J. 

Phys. Chem., 94, 5602 (1990). If you are not familiar with these two quantities, please read 

Section 3.200.12 first. The geometry and wavefunction involved in this example were produced at 

HF/6-31G* level, which is the one used in above mentioned paper. 

We will calculate BPI for C-N bond of CH3NH2, before this we first need to calculate 

reference EI value for C and N atoms, which correspond to EI of C in ethane and N in H2N-NH2, 

respectively. Boot up Multiwfn and input 

examples\EI_BPI\ethane.fch 

200 

12 

1  // C1 atom 

You will see the EI value for C in reference molecule ethane is -0.667639 a.u. Reboot Multiwfn 

and input 

examples\EI_BPI\N2H4.fch 

200 

12 

1  // N1 atom 
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You can see the EI value for N in reference molecule H2N-NH2 is -0.718126 a.u. 

Next we calculate EI for C and N in CH3NH2. Reboot Multiwfn and input 

examples\EI_BPI\CH3NH2.fch 

200 

12 

1  // C1, the result is -0.693374 a.u. 

5  // N5, the result is -0.698092 a.u. 

The BPICN in CH3NH2.is computed as 

046.0

0.7181260.6980920.6676390.693374

)EI(EI)EI(EIBPI ref
NN

ref
CCCN





 

As a comparison, use examples\EI_BPI\F2.fch to calculate reference value for F, the result 

should be -0.992542 a.u., and use examples\EI_BPI\CH3F.fch to calculate EI for C and F in CH3F 

molecule, the result should be -0.750302 and -0.885961, respectively. Then compute the BPICF 

value as -0.750302+0.667639+0.885961-0.992542= -0.189. Since BPICF in CH3F is evidently 

more negative than BPICN in CH3NH2, it can be concluded that C-F bond in CH3F is more polar 

than C-N bond in CH3NH2. 

 

Via EI index we can also evaluate the so-called group electronegativity, which is often more 

useful than atomic electronegativity. Here we calculate electronegativity for -CH3 group, which is 

simply the negative of EIC for CH3 radical. Boot up Multiwfn and input 

examples\EI_BPI\CH3.fch  // Optimized and produced at UHF/6-31G* 

200 

12 

1  // Carbon atom 

The result is -0.630656 a.u., corresponding to electronegativity of CH3 group of 0.631. Then 

we use examples\EI_BPI\F.fch to calculate group electronegativity for -F, the result is 0.957. It is 

clear that -F group has much higher electronegativity, and thus has stronger capacity to attract 

electrons than -CH3 group due to its lower average energy per valence electron. 
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4.A Special topics and advanced tutorials 

The contents in this Section involve more than one main functions of Multiwfn. 

4.A.1 Study variation of electronic structure along IRC path 

In this tutorial, I will briefly show you how to use Multiwfn to study variation of electronic 

structure along the IRC path of Diels-Alder adduction. We will study the variation of Mayer bond 

order, and will animate the deformation of ELF isosurface. With the similar fashion you can also 

easily investigate variation of other properties, such as atomic charges, electron density, 

aromaticity and so on. 

 
 

Gaussian 09 A.02 are used throughout this tutorial. Unless otherwise specified, all 

calculations will be performed under Windows 7 64bit system. In this tutorial the files marked by 

crimson can be found in "examples\IRC" or "examples" folder. 

Before starting this tutorial, you should setup running environment for Gaussian first, 

otherwise Gaussian cannot be properly invoked in Windows environment. The setup method is: 

Enter “control panel”-“System properties”-“Advanced”, click “Environment variables” button, 

then click “New” button in “User variables” frame, input GAUSS_EXEDIR as variable name, 

input the install directory of Gaussian as variable value (e.g. d:\study\g09w\, assuming that 

g09.exe is in this folder). After that modify "PATH" environment variable to add the install 

directory of Gaussian into it. 

 

1 Perform IRC calculation 

Run DA_IRC.gjf by Gaussian to produce DA_IRC.out. We will find this IRC path actually 

contains 18 and 13 points in the two directions, respectively. B3LYP/6-31+G* is used in this 

calculation. 

 

2 Generate wavefunction file for each point of IRC 

Write an input file of single point task of Gaussian (DA_SP.gjf), which will be used as 

"template" later. The geometry in fact can be arbitrarily filled. 

 
DO NOT write anything here (e.g. %chk) 

#p B3LYP/6-31G* nosymm 

 

DA adduction 

 

0 1 
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 C                 -0.26156800    1.56679300    0.69509600 

 C                 -0.26156800    1.56679300   -0.69509600 

 C                  0.50031400   -0.43279300   -1.43864500 

 C                 -0.26156800   -1.32826500   -0.70392000 

 C                 -0.26156800   -1.32826500    0.70392000 

 H                 -1.19341600    1.44689700   -1.23752300 

 H                 -1.19341600    1.44689700    1.23752300 

 H                  0.52507600    2.08588200    1.23621300 

 H                  0.38154400   -0.37781200    2.51847500 

 H                  0.38154400   -0.37781200   -2.51847500 

 H                  1.46467600   -0.09643600   -1.07409700 

 H                 -1.04094400   -1.89294000   -1.21418700 

 H                 -1.04094400   -1.89294000    1.21418700 

 H                  1.46467600   -0.09643600    1.07409700 

 H                  0.52507600    2.08588200   -1.23621300 

 C                  0.50031400   -0.43279300    1.43864500 

blank line 

blank line 

Notice that the basis-set we used here (6-31G*) is different to the one used in IRC task (6-

31+G*), because Mayer bond order does not work well when diffuse functions are presented. By 

the way, ignoring diffuse functions will not lead to detectable change of ELF isosurface. Also note 

that the "nosymm" keyword is specified, because if we do not do this Gaussian will automatically 

translate and rotate the molecule to put it to standard orientation, which may leads to discontinuity 

problem in the animation of ELF (You will see molecule suddenly jumps in certain frames of the 

animation). 

 

IRCsplit.exe is a tool used to produce .wfn/.chk file for each point of IRC and SCAN tasks of 

Gaussian 09, IRCsplit.f90 is the corresponding source code, by which you can compile Linux 

version of IRCsplit. Boot up IRCsplit.exe by double click its icon and then input 

DA_IRC.out        //The file of the output file of the IRC task 

DA_SP.gjf        //The template file used to generate single point input files 

2     //Only yield .chk files 

c:\DA_IRCchk\DA     //The path and prefix of the finally generated .chk files 

18,13       // The program detected that in DA_IRC.out there are 18 and 13 points in the 

two directions of IRC, respectively. Here we extract all of them, together with the TS point 

Now you can find DA_SP0001.gjf, DA_SP0002.gjf ... DA_SP0032.gjf in current folder. 

Please manually check one of them to verify the reasonableness of these input files. Note that 

DA_SP0014.gjf corresponds to the TS geometry. 

Build a new folder "c:\DA_IRCchk" and copy the .gjf files as well as the script runall.bat into 

it. Double clicking the icon of runall.bat, which will invoke Gaussian 09 to run all of the .gjf files. 

Now you have DA0001.chk, DA0002.chk ... DA0032.chk in "c:\DA_IRCchk" folder. Copy 

chk2fch.bat to this folder and run it, then the formchk utility in Gaussian package will be 

automatically invoked to convert all .chk files to .fch files. 
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3 Calculate Mayer bond orders for all IRC points 

Mayer bond order of C1-C16 is the one we are particularly interested in, whose formation is 

the key process of the DA adduction. Since by default Multiwfn only outputs Mayer bond orders 

with value > 0.05, while C1-C16 must be very weak at the initial stage of DA adduction, we need 

to set "bndordthres" parameter in the settings.ini file in Multiwfn folder to 0.0, so that all of the 

bond orders larger than 0.0 can be outputted. 

Write a plain text file (MBObatch.txt) and put it into Multiwfn folder, the content is 

9            // Enter bond order analysis module 

1            // Calculate Mayer bond order 
Note: If you are confused why this file is written in such manner, please read Section 5.2 to study how to run 

Multiwfn in silent mode. 

Then write a plain text file with .bat suffix (MBObatchrun.bat) and put it into Multiwfn 

folder, the content should be 

for /f %%i in ('dir c:\DA_IRCchk\*.fch /b') do Multiwfn c:\DA_IRCchk\%%i < 

MBObatch.txt > c:\DA_IRCchk\%%~ni.txt 

batchrun.bat in fact is a Windows batch script. Double clicking its icon to run it, the .fch files 

in "c:\DA_IRCchk\" folder will be sequentially loaded into Multiwfn, and the calculated Mayer 

bond orders will be exported to .txt files in the same folder. 

 

4 Plot Mayer bond order 

Now what we should do next is to extract the bond order of C1-C16 from the DA0001.txt, 

DA0002.txt ... DA0032.txt. The most convenient way is to utilize "grep" command in Linux. So 

we copy all of these .txt files to a folder in Linux system, then in this folder we run 

grep "1(C )   16(C )" * > out.txt 

The out.txt file now contains C1-C16 bond order of all points in the IRC: 
DA0001.txt:#    9:         1(C )   16(C )    0.05929972 

DA0002.txt:#    7:         1(C )   16(C )    0.06877306 

DA0003.txt:#    7:         1(C )   16(C )    0.07926829 

DA0004.txt:#    7:         1(C )   16(C )    0.09089774 

DA0005.txt:#    7:         1(C )   16(C )    0.10380144 

DA0006.txt:#    7:         1(C )   16(C )    0.11815120 

DA0007.txt:#    7:         1(C )   16(C )    0.13417828 

DA0008.txt:#    7:         1(C )   16(C )    0.15218555 

... 

The last column is the values of Mayer bond order of C1-C16, you can plot them by your 

favorite program now, you will see 
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Clearly, C1-C16 become stronger and stronger as the reaction proceeds, its Mayer bond order 

gradually increases to 1.0 (typical single bond). 

 

With the same method, we also calculate the Mayer bond order of C1-C2 and C4-C5, namely 

run below commands 

grep "1(C )    2(C )" * > out2.txt 

grep "4(C )    5(C )" * > out3.txt 

 

Plot the data in out.txt, out2.txt and out3.txt together, you will see 
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This graph vividly shows that the C1-C2 smoothly becomes to a single bond from a double 

bond during the DA adduction, and the reaction increases the double-bond character of C4-C5 

significantly. 
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5 Make animation of ELF isosurface 

Next we make animation to study how the ELF isosurface varies during the DA adduction. 

Create a plain text file ELFbatch.txt in Multiwfn folder with below content 

5        // Generate grid data 

9        // ELF 

2        // Medium quality grid 

2        // Export the grid data to ELF.cub in current folder 

 

Create a script file named ELFbatchrun.bat, whose content is 

for /f %%i in ('dir c:\DA_IRCchk\*.fch /b') do ( 

Multiwfn c:\DA_IRCchk\%%i < ELFbatch.txt 

rename ELF.cub %%~ni.cub 

) 

 

Run ELFbatchrun.bat, Multiwfn will sequentially load the .fch files in "c:\DA_IRCchk" and 

export the corresponding ELF grid data to DA0001.cub, DA0002.cub ... DA0032.cub in current 

folder. 

We use VMD 1.9.1 program (freely available at http://www.ks.uiuc.edu/Research/vmd/) to 

render isosurface for these cube files. Move all of the cube files to VMD folder, and create a plain 

text file named isoall.tcl in the VMD folder, the content is 
set isoval 0.88 

axes location Off 

color Display Background white 

for {set i 1} {$i<=32} {incr i} { 

set name DA[format %04d $i] 

puts "Processing $name.cub..." 

mol default style CPK 

mol new $name.cub 

#translate by -0.100000 0.20000 0.000000 

#scale to 0.30 

rotate y by 50 

rotate z by 90 

rotate x by -30 

rotate y by -20 

mol addrep top 

mol modstyle 1 top Isosurface $isoval 0 0 0 1 1 

mol modcolor 1 top ColorID 3 

render snapshot $name.bmp 

mol delete top 

} 

This file essentially is a VMD script, in which the command set isoval 0.88 means the isosurface 

of 0.88 will be plotted, the default view point is adjusted by scale, rotate and translate commands. 

for {set i 1} {$i<=32} {incr i} means the file from DA0001.cub to DA0032.cub will be processed. 

Now boot up VMD, and input the command source isoall.tcl in its command line window, 

http://www.ks.uiuc.edu/Research/vmd/�
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then you will have DA0001.bmp, DA0002.bmp ... DA0032.bmp. 

There are numerous programs that can convert single-frame graphic files to animation, such 

as Atani, Premiere, Vegas, Ulead Video Studio, Videomach, etc. Here we use ImageMagick tool in 

Linux to do this, and we choose gif as the animation format, since gif animation can be directly 

embedded into webpages. 

Copy all of the .bmp files to Linux system, and run below command in the corresponding 

folder: 

convert -delay 12 -colors 100 -monitor *.bmp ELF_IRC.gif 

in which -delay controls the time inverval between each frame in the animation, and -colors 

determines the number of colors used, the larger the value, the more smoothly the color changes, 

but the larger the animation file. You can run convert --help to study more arguments of this tool 

If the the resultant ELF_IRC.gif cannot be properly displayed on your system, use your 

webpage explorer or advanced image explorers (e.g. IrfanView) to open it. The deformation of 

ELF isosurface in this animation very intuitively exhibits how the new bonds are formed and how 

the characteristic of existing bonds changed. 

 

4.A.2 Calculate spin population 

As there are many ways to calculate atomic charges (see Section 3.9 for introduction and 4.7 

for examples), there are various ways to calculate spin population. Spin population is defined as 

the population number of alpha electrons minusing that of beta electrons. Spin population is a key 

quantity for characterizing electronic structure of open-shell systems, i.e. radicals and 

antiferromagnetic systems. From spin population we can clearly know where the spin electrons are 

mainly distributed. Moreoever, we can discuss contribution from different regions (atomic orbitals, 

atoms or fragments) to the total magnetic dipole moment m due to electron spin. If spin 

population of a region is x, then its contribution to m will be x*μB, where the Bohr magneton 

μB=e*ћ/(2me) (e: electron charge, me: mass of electron) represents the magnetic moment produced 

by a single electron. Note that in chemical systems the movement of electron in orbitals and 

nuclear spins also have contributions to m, but the magnitude is evidently weaker and thus can 

often be neglected. 

In Multiwfn, the spin population defined in many different ways can be calculated by three 

modules, they are briefly discussed below. 

(1) Population analysis module (main function 7). In this module, if you select Mulliken 

population analysis, alpha, beta and spin population of each basis function, shell and angular 

moment orbitals will be outputted. If you select Löwdin and modified Mulliken population 

analysis, only the alpha/beta/spin population of each atom will be shown. Do not use these 

methods when diffuse basis functions are presented in your basis-set, otherwise the result may or 

may not be reliable. 

(2) Fuzzy atomic spaces analysis module (main function 15). After you entered this 

module, select option 1 and choose electron spin density, the spin population of each atom will be 

shown. They are calculated by integrating electron spin density in fuzzy space of each atom. By 

default the fuzzy atomic space defined by Becke is employed, so the result can be called Becke 

spin population. If before calculation you selected option -1 to switch to Hirshfeld fuzzy atomic 

space, then the result will correspond to Hirshfeld spin population. Both Becke and Hirshfeld 
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methods are reliable in all cases. For more detail you can consult Section 3.18. 

(3) Basin analysis module (main function 17). In this module, you can use AIM method to 

calculate spin population. Please consult Section 4.17.1 on how to perform integration of real 

space function in AIM atomic basins. If electron spin density is chosen to be the integrand, then 

the result will correspond to AIM spin population. In general I do not suggest using this method, 

because the computational cost is evidently higher than using population analysis module and 

fuzzy atomic spaces analysis module. 

Overall, if you only need to calculate atomic spin population, using fuzzy atomic spaces 

analysis module is recommended. However, if more detailed information are requested, such as 

spin population in different angular moment orbitals, please use Mulliken population analysis. 

 

4.A.3 Study aromaticity 

Aromaticity is a fundamental concept in organic chemistry and wavefunction analysis realm. 

Previously I wrote a post to thoroughly discuss the methods for studying aromaticity, see "The 

methods for measuring aromaticity and their calculations in Multiwfn" (in Chinese, 

http://sobereva.com/176). Multiwfn support a very large number of methods for investigating 

aromaticity, they are summarized in below table and will be briefly introduced in turn. There are 

also many other methods, such as induced ring current, ARCS, magnetic susceptibility exaltation, 

aromatic stabilization energy (ASE), CiLC; they will not be mentioned since they are not directly 

related to the capacity of Multiwfn. 

 

 Method Principle Year Pop. Reliab. Univ. Ref. Anti-arom. Sep. σ/π Cost Value

1 Molecular orbital Hückel 1951 ++ 0 0 N Y Y 0 + 

2 AdNDP Hückel 2008 + 0 + N Y Y 0 + 

3 NICS Magnet. 1996 +++ ++ ++ N Y Y + +++ 

4 ICSS Magnet. 2001 0 ++ ++ N Y Y +++ + 

5 HOMA Geom. 1972 + + 0 Y Y N   + 

6 Bird Geom. 1985   0  Y ? N    

7 Multi-center BO Delocal. 1990 + +++ ++ N N Y 0 +++ 

8 ELF-σ/π Delocal. 2004 + 0  N Y Y 0 + 

9 PDI Delocal. 2003 0 + 0 N N Y 0 + 

10 ATI Delocal. 2005   + 0 N N Y  0 

11 PLR Delocal. 2012   + 0 N N Y 0 0 

12 ΔDI Delocal. 2003     N N Y 0   

13 FLU, FLU-π Delocal. 2005 0 + 0 Y/N N Y 0 + 

14 RCP properties  1997  0 0 N N ?  0 

15 Shannon aromaticity  2010    N Y N   

16 EL index  2012     Y Y N    

In the table, "+++", "++", "+", "0", "-" and "--" correspond to very high, high, relatively high, 

normal, relatively low and low, respectively. "Y" and "N" stand for "Yes" and "No", respectively. 

The meaning of each column are given below. 

Principle: The principle behind the method. "Hückel" = Hückel rule; "Magnet." = Magnetic 

properties; "Geom." = Molecular geometry; "Delocal." = Electron delocalization character; "" = 

http://sobereva.com/176�
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Electron density distribution. 

Year: The year that the method was first time proposed. 

Pop.: Popularity in recent years. 

Reliab.: Reliability, measuring if the method is able to faithfully reveal aromaticity. 

Univ.: Universality. A method with high universality must be able to be applied to a wide variety 

of kinds of systems and situations, such as the rings containing heteroatoms and transition metals, 

non-equilibrium geometry (e.g. transition state of Diels-Alder adduction), excited state, etc. 

Ref.: If the method relies on reference systems. A universal method must avoid this feature. 

Anti-arom.: If the method is also able to measure anti-aromaticity. 

Sep. σ/π: If the method can be used to separately discuss σ and π aromaticity. 

Cost: The computational cost to apply the method. 

Value: The overall value. This is the most important descriptor. 

 

Next, the methods presented in above table will be briefed sequentially, and how to realize 

them in Multiwfn will also be mentioned. 

 

1. Molecular orbital (MO): The famous Hückel 4n+2 and 4n rule for determining 

aromaticity character was first explicltly presented in J. Am. Chem. Soc., 73, 876 (1951). For a 

molecule, if there are totally 4n+2 electrons in π () MOs, and this set of MOs share the similar 

delocalization pattern, then the ring involved in these MOs will show π () aromaticity. If there 

are 4n electrons, then the ring should possess anti-aromaticity. Note that for Möbius type of 

molecule, the 4n+2 and 4n rule are inverted. 

In order to use the Hückel rule to determine aromaticity, one should first pick out proper 

MOs by visualizing MO isosurfaces, you can use main function 0 for this purpose. If the system is 

exactly planar, you can directly make use the function introduced in Section 3.100.22 to find out 

the indices of all π MOs. 

2. AdNDP (Adaptive natural density partitioning): The MO method shown above 

commonly is only applicable to the molecule containing only one ring. When there are multiple 

rings, such as phenanthrene, the MOs are useless, since MOs in general delocalize over the whole 

molecule and thus cannot be used to study local aromaticity of different rings. The AdNDP 

method, which was proposed in Phys. Chem. Chem. Phys., 10, 5207 (2008), is able to overcome 

this difficulty. AdNDP has been carefully introduced in Section 3.17, and many examples are 

given in Section 4.14. 

3. NICS (Nucleus-independent chemical shift): NICS uses the negative value of magnetic 

shielding value at ring center to measure its aromaticity. This is the most popular aromaticity 

index nowadays, it was originally proposed in J. Am. Chem. Soc., 118, 6317 (1996) and reviewed 

in Chem. Rev., 105, 3842-3888. There are also a few variants, among them the best one is 

NICS(1)ZZ, see Org. Lett, 8, 863 (2006). For non-planar system, it is often difficult to calculate 

NICS(1)ZZ, in this case you will find the function introduced in Section 3.100.24 quite useful. 

4. ICSS (Iso-chemical shielding surface): The original paper of ICSS is J. Chem. Soc., 

Perkin Trans., 2, 1893 (2001). This method analyzes aromaticity by visualizing isosurface of 

magnetic shielding value around the molecule. See Section 3.200.4 for introduction and Section 

4.200.4 for example. The main drawback of this method is that calculating grid data of magnetic 

shielding values is fairly time-consuming. 
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5. HOMA (Harmonic oscillator measure of aromaticity): HOMA measures aromaticity 

based on bond lengths in the ring of interest. See Section 3.100.13 for introduction and Section 

4.100.13 for example. 

6. Bird index: The same as above. 

7. Multi-center bond order (MCBO): MCBO is an indicator of electron delocalization 

ability over a ring and is the aromaticity index I most strongly recommended. Larger MCBO value 

corresponds to stronger aromaticity. See Section 3.11.2 for introduction. Some applications of 

MCBO in aromaticity studies can be found in J. Phys. Org. Chem., 26, 473 (2013), Phys. Chem. 

Chem. Phys., 2, 3381 (2000) and J. Phys. Chem. A, 109, 6606 (2005). It is straightforward to 

discuss π and σ aromaticities separately by MCBO, that is before calculating MCBO value, first 

set occupation number of all σ and π MOs to zero respectively by subfunction 22 of main function 

100. 

Note that the definition of MCBO in many literatures differ with that in Multiwfn by a 

constant coefficient. The calculation cost of MCBO for six-membered ring can be ignored, 

however the cost increases exponentially with the number of atoms in the ring. 

8. ELF-σ/π: The ELF calculated solely based on π orbitals and all other orbitals are referred 

to as ELF-π and ELF-σ, respectively. It was argued that the value of bifurcation point of ELF-π 

(ELF-σ) is an indicator of π (σ) aromaticity, some applications can be found in J. Chem. Phys., 

120, 1670 (2004), J. Chem. Theory Comput., 1, 83 (2005) and Chem. Rev., 105, 3911 (2005). An 

example of calculating ELF-σ/π is given in Section 4.5.3. I do not think ELF-σ/π is a very ideal 

method for measuring aromaticity, mostly because this method often suffers from ambiguity (you 

will recognize this point if you have used this method to study many practical systems). Also note 

that the bifurcation values of ELF-σ/π in a lot of literatures are incorrect; if you try, you will find it 

is impossible to reproduce their results at all. (So do not always believe literatures but believe in 

yourself!) 

9. PDI (Para-delocalization index): This aromaticity index is only applicable to six-

membered rings. PDI was first proposed in Chem. Eur. J., 9, 400 (2003) and reviewed in Chem. 

Rev., 105, 3911 (2005). Please check Section 3.18.6 for introduction of PDI and Section 4.15.2 for 

example of using PDI. 

10. ATI (Average two-center indices): ATI was first proposed in J. Phys. Org. Chem., 18, 

706 (2005). In fact ATI does not contain any new idea, it simply replaces the delocalization indices 

involved in PDI formula with corresponding Mayer bond orders, and according to the discussions 

in J. Phys. Chem. A, 109, 9904 (2005), there is no essential difference between Mayer bond order 

and delocalization index in physical nature. If you would like to use ATI, you can directly 

calculate Mayer bond order by Multiwfn and then manually calculate ATI according to its formula. 

11. PLR (Para linear response index): As ATI, PLR is also very akin to PDI. The only 

difference between PLR and PDI is that the delocalization indices in PDI are replaced with 

corresponding condensed linear response kernels. Original paper of PLR is Phys. Chem. Chem. 

Phys., 14, 3960 (2012). You can check Section 3.18.9 for introduction of PLR and Section 4.15.2 

for example of using PLR. 

12. DI: This method was proposed in Chem. Eur. J., 9, 400 (2003) for measuring 

aromaticity of 5-membered systems. Consider below case 
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The DI is simply defined as the difference of delocalization index (DI) between the formal C=C 

bond and the C-C bond. The DI can be either calculated by fuzzy atomic space analysis module or 

by basin analysis module (though the definition of atomic spaces are different in these two module, 

the results are similar in common). In fact, you can also use Mayer bond order instead of DI. I do 

not believe DI is reliable, since aromaticity is an overall property of a system, while the 

delocalization over C-X bond is completely ignored in DI. 

13. FLU and FLU-π (Aromatic fluctuation index): They were proposed in J. Chem. Phys., 

122, 014109 (2005). See Section 3.18.7 for introduction and Section 4.15.2 for example. 

14. RCP properties: In Can. J. Chem.,75 , 1174 (1997) it was shown that the density and the 

curvature of density perpendicular to the ring plane at ring critical point (RCP) closely relate to 

aromaticity of the ring. The larger the density, or the more negative the curvature, the larger the 

aromaticity. You can use topology analysis module of Multiwfn to apply this method. Detail 

introduction can be found in Section 3.14.6, an example is given in Section 4.2.1. 

15. Shannon aromaticity: This method was proposed in Phys. Chem. Chem. Phys., 12, 4742 

(2010), which measures aromaticity based on electron density at bond critical points (BCP) in the 

ring. See Section 3.14.6 for introduction and the example given in Section 4.2.1. 

16. EL index: The idea of EL index is quite similar to HOMA, the most prominent difference 

is that the bond lengths in HOMA formula are replaced with electron density ellipticity at BCPs in 

the ring. For more detail see the original paper Struct. Chem., 23, 1173 (2012). Electron density 

ellipticity at BCPs can be directly calculated by topology analysis module of Multiwfn. Since the 

ellipticity at BCP is usually unclear for strongly polar bonds, EL index may be unreliable for the 

ring containing heteroatoms. In addition, EL index shares the same drawback of HOMA, that is 

reference system is need. If reference system cannot be obtained, such as the case of metal clusters, 

this method does not work. 

 

4.A.4 Predict reactive sites 

There are numerous methods able to predict reactive site of electrophilic, nuelcophilic and 

radical reactions, and almost all of them are supported by Multiwfn. In this section, I will 

summary and briefly introduce the methods available in Multiwfn. The interested reader is highly 

recommended to take a look at Acta Phys.-Chim. Sinica, 30, 628 (2014) (in Chinese, 

http://www.whxb.pku.edu.cn/EN/abstract/abstract28694.shtml), in which various methods for 

predicting electrophilic sites are carefully introduced and thoroughly compared. You may also find 

the slideshow "Predicting reactive sites" in "Related resources and posts" Section of Multiwfn 

website useful. 

1 Electrostatic potential (ESP). If you are not familiar with ESP, please consult 

corresponding introduction in Section 2.6. Since electrophile (nucleophile) locally carries negative 

(positive) charge, and thus tends to be attracted to the region where ESP is negative (positive), the 

position and value of minima (maxima) of ESP on molecular vdW surface is often used to reveal 

favorable site of electrophilic (nucleophilic) attack. ESP analysis can be realized via quantitative 

http://www.whxb.pku.edu.cn/EN/abstract/abstract28694.shtml�
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molecular surface analysis module, see Section 4.12 for detailed introduction and Section 4.12.1 

for example. There are also alternative ways to study ESP; as illustrated in Section 4.12.3, the 

average of ESP on local vdW surface corresponding to each atom is also very useful, and this 

approach is more reliable and robust than analyzing ESP extrema on vdW surface. For planar 

system, one can also calculate and compare the ESP value above 1.6Å (approximately equal to 

vdW radius of carbon) of molecular plane from different atoms to examine their reactivities; to do 

this, you need to use main function 1, which directly outputs various real space function values at 

given points. 

However, as shown in Acta Phys.-Chim. Sinica, 30, 628 (2014), ESP is usually not a reliable 

property for predicting reactive sites. 

2 Average local ionization energy (ALIE). If you are not familiar with ALIE, please consult 

corresponding introduction in Section 2.6. ALIE can be studied in analogous ways to ESP. The 

most common way to predict reactive sites in terms of ALIE is analyzing minima of ALIE on vdW 

surface, see Section 4.12.2 for example. Also, you can study average of ALIE on local vdW 

surface or evaluate ALIE above 1.6Å of molecular plane for planar system. 

Note that ALIE analysis is applicable to electrophilic and radical attacks, but it is useless for 

nucleophilic attack. However, another similar real space function named local electron affinity 

(LEA) may be useful for this purpose, see J. Mol. Model., 9, 342 (2003). LEA can be studied in 

Multiwfn via user-defined function, see Section 2.7 for detail. According to my experience, LEA 

is not well defined and useually does not work well. 

3 Atomic charges. It is easy to understand that favorable electrophilic and nucleophilic 

reactive sites should carry negative and positive atomic charges respectively, so that they can 

attract electrophile and nucleophile to attack them. Multiwfn supports a lot of methods to calculate 

atomic charges, see Section 3.9 for introduction and Section 4.7 for some instances. Among the 

available atomic charges, the best one for predicting reactive sites purpose may be Hirshfeld, 

interested readers are suggested to consult J. Phys. Chem. A, 118, 3698 (2014). Do not use 

Mulliken charges, which may be the worst one, though it is the most popular charge model. 

4 Frontier molecular orbital (FMO) theory. Atom with larger contribution to HOMO 

(LUMO) is more likely to be the preferential site of electrophilic (nucleophilic) attack. Multiwfn 

supports many kinds of methods to calculate molecular orbital composition, see Section 3.10 for 

introduction and Section 4.8 for examples. Commonly I suggest using Becke or Hirshfeld method. 

Mulliken method works equally well if no diffuse functions are presented. NAO method is also a 

good choice, but not suitable for analyzing virtual MOs. Besides, you can also directly visualize 

the isosurface of MOs by main function 0 to discuss their compositions. 

5 Fukui function and condensed Fukui function. The Fukui function proposed in J. Am. 

Chem. Soc., 106, 4049 (1984) by Parr is the most prevalently used method for predicting reactive 

sites nowadays. Please consult Section 4.5.4 for introduction and illustration. Fukui function is a 

real space function, which is commonly studied by means of visualization of isosurface. In order 

to faciliate quantitative comparison between difference sites, one can calculate condensed Fukui 

function based on atomic charges, please consult Section 4.7.3. In addition, as demonstrated in 

Section 4.12.4, the Fukui function can also be investigated in combination with local quantitative 

molecular surface analysis technique. 

6 Dual descriptor and condensed dual descriptor. As demonstrated in Acta Phys.-Chim. 

Sinica, 30, 628, the dual descriptor proposed in J. Phys. Chem. A, 109, 205 (2005) may be the 
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most robust method for predicting reactive sites, at least for electrophilic reaction. Like Fukui 

function, dual descriptor also has condensed version. Dual descriptor and the condensed version 

are introduced in Section 4.5.4 and 4.7.3, respectively. 

 

4.A.5 Study weak interactions 

There are a lots of ways to characterize weak interactions, and most of them are supported by 

Multiwfn, here I give you a brief summary. If you can read Chinese, I suggest reading my post 

"An overview of the weak interaction analysis methods supported by Multiwfn" 

(http://sobereva.com/252), in which this topic is discussed more deeply and extensively. 

(1) AIM topology analysis is a very popular method for studying both strong and weak 

interactions. Its use in weak interaction analysis is partially illustrated in Section 4.2.1. 

(2) RDG analysis proposed in 2010 may be viewed as an extension of AIM analysis, this 

method rapidly became quite popular after it was proposed. The example of using RDG analysis is 

given in Section 4.100.1. RDG analysis is also able to be employed to study weak interaction in 

dynamic environment such as molecular dynamic simulation, see the introduction in Section 

3.200.1 and the accompanied example in Section 4.200.1. 

(3) Electrostatic potential (ESP) analysis. ESP has been introduced in Section 2.6, this is a 

extremely important real space function for studying electrostatic dominated weak interactions. 

There are many different ways to carry out ESP analysis: 

  a) Visually studying ESP color-mapped molecular vdW surface, this analysis can be used to 

quickly figure out potential electrostatic interaction sites and qualitatively study interaction 

strength. See the end of Section 4.12.1 and J. Mol. Model., 13, 291 (2007) for example. 

  b) Studying ESP minima and maxima on molecular vdW surface. This can done by quantitative 

molecular surface analysis module, see Section 4.12.1 for example and Section 3.15 for more 

details. The value of these ESP extrema on vdW surface strongly correlate with electrostatic 

interaction energies, and you can find many papers have used this method, for example Phys. 

Chem. Chem. Phys., 15, 14377 (2013), J. Mol. Model., 13, 305 (2007), Int. J. Quantum. Chem., 

107, 3046 (2007), Phys. Chem. Chem. Phys., 12, 7748 (2010), J. Mol. Model., 14, 659 (2008), J. 

Mol. Model., 18, 541 (2012), J. Mol. Model., 15, 723 (2009), Chapter 6 of book Practical Aspects 

of Computational Chemistry (2009). 

  c) Superposition analysis of ESP contour map. This method was proposed by Tian Lu in J. Mol. 

Model., 19, 5387 (2013), it is quite vivid, easy-to-use and powerful. It was demonstrated that 

stability of complex configurations can be fairly well predicted by this method. Section 4.4.4 

showed how to plot ESP contour map. 

  d) In J. Phys. Chem. A, 118, 1697 (2014), the authors showed that by making use of ESP at 

nuclear positions the electrostatic dominated intermolecular interaction energies can be very 

accurately predicted. See Section 4.1.2 for introduction and example. 

(4) Atomic charge analysis. Atomic charge is a very simple and intuitive model for describing 

charge distribution and can be used to analyze the strength of electrostatic interaction between 

different sites. The functions for calculating atomic charges are introduced in Section 3.9, and 

some practical examples are given in Section 3.7. 

(5) Bond order and delocalization index (DI) analysis. Commonly weak interactions are 

dominated by electrostatic and/or vdW interactions, so bond order and DI analysis, which mainly 

http://sobereva.com/252�


4  Tutorials and Examples 

390 

reflect covalent character are often not useful in these cases. However, for "strong" weak 

interactions, such as low-barrier hydrogen bonds (LBHB) and charge-assisted halogen bonds, 

covalent contribution may be not negligible, and thus bond order and DI analysis can be applied. 

Bond order calculations are illustrated in Section 4.9. In Multiwfn, DI can be calculated based on 

fuzzy atomic space or AIM basin, the former is equivalent to fuzzy bond order, while the latter can 

be evaluated in basin analysis module, see example in Section 4.17.1. 

(6) ELF analysis. In Theor. Chem. Acc., 104, 13 (2000), Fuster and Silvi defined CVI index 

based on ELF to classify strength of H-bonds. J. Phys. Chem. A, 115, 10078 (2011) employed this 

method to study a large amount of resonance-assisted hydrogen bonds and find this index is in 

good correlation with other H-bond strength indices. CVI index can easily calculated in Multiwfn 

by plotting ELF curve between the two interacting atoms via main function 3. There are also other 

papers using ELF to study H-bonds, e.g. Chem. Rev., 111, 2597 (2011). 

(7) Charge variation analysis. Weak interactions often accompanied by charge transfer and 

polarization, therefore studying how the electrons are transfered between or within molecules, as 

well as how the electron density is polarized due to the presence another molecule are important. 

There are many available ways to investigate these points: 

  a) Plotting difference map of electron density between complex and monomers. This is the most 

straightforward and intuitive way to study variation of electron density. The procedure is 

illustrated in Section 4.5.5. 

  b) Plotting charge displacement curve. After generating grid data of density difference, in order 

to quantitatively study the charge variation in a direction, you can plot charge displacement curve, 

see Section 3.16.14 for introduction and Section 4.13.6 for example. 

  c) Variation of atomic charges of monomers in their isolated states and in complex state can 

quantitatively and clearly show how the electrons are transfered between different 

atoms/fragments due to the interaction.  

  d) After generating grid data of electron density difference between complex and monomers, 

you can use basin analysis module to integrate basin of density difference to study amount of 

electron variation in various characteristic regions (e.g. the region corresponding to σ-hole). You 

can consult the example in Section 4.17.4. 

  e) Charge decomposition analysis (CDA). CDA is used to reveal underlying details of charge 

transfer, the amount of donation and back-donation of electrons between two fragments due to 

various complex MOs can be studied. In addition, the CDA module of Multiwfn can tell you how 

the fragment MOs are mixed and hence yield complex MOs. CDA is commonly applied to strong 

interaction, but it may be also useful for exploring weak interactions. The theory of CDA is 

introduced in Section 3.19, practical examples are given in Section 4.16. 

  f) Multiwfn has a function dedicated to analyze charge transfer in electron excitation based on 

electron density difference, many important quantities characterizing the transfer can be obtained, 

see Section 3.21.3 for introduction and 4.18.3 for example. Based on the grid data of electron 

density difference between complex and monomers, this function may be also useful for studying 

charge transfer due to weak interaction. 

(8) Hirshfeld and Becke surface analysis. This kind of analysis is extremelly useful for 

revealing weak interaction in molecular crystals, see the example in Sections 4.12.5 and 4.12.6 as 

well as theory introduction in Section 3.15.5. 

(9) LOLIPOP index is useful for measuring π-π stacking ability, see the introduction in 
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Section 3.100.14 and the example in Section 4.100.14. 

(10) Energy decomposition analysis is a kind of important approachs for characterizing the 

nature of weak interactions, physical components of total interaction energy can be separately 

obtained. Multiwfn is capable of performing very simple energy decomposition analysis, see 

Section 4.100.8 for example. 

(11) Source function analysis is defined in the framework of AIM theory. Gatti et al. 

suggested using source function to study both strong and weak interactions. Introduction of source 

function can be found in Section 2.6, and tutorial of performing source function analysis is given 

in Section 4.17.5. A thorough review is Struct. & Bond., 147, 193 (2010), in which H-bond 

analysis is involved. 

(12) Mutual penetration distance of vdW surfaces. For the same kind of weak interaction, 

generally the larger the penetration of vdW surface, the stronger the interaction strength. For a 

non-covalently interacting atom pair AB, the difference between the distance of A-B and the sum 

of their non-bonded radii is termed as mutual penetration distance. The non-bonded atomic radius 

is the closest distance between a nucleus and the molecular vdW surface, and can be obtained by 

option 10 in post-process interface of quantitative molecular surface analysis module of Multiwfn. 

(13) Atomic multipole moment analysis. The definition of atomic multipole moment can be 

found in Section 3.18.3. Atomic multipole moment measures the anisotropy distribution of 

electron density around an atom, which has important impact on interatomic electrostatic 

interactions. See Section 7.4.3 of the Bader's book Atoms in molecules-A quantum theory for 

illustrative examples. In Multiwfn, atomic multipole moment can be calculated by both fuzzy 

space analysis module and basin analysis module, for the latter case see Section 4.17.1 for 

example. 

(14) Orbital overlap. For weak interactions involving orbital interaction, you can use 

Multiwfn to study orbital overlap, which is closely related to orbital interaction strength. The 

example Section in 4.100.15 illustrated how to calculate intermolecular orbital overlap integral. 

Section 4.0.2 exemplified how to visualize overlap degree of two NBO orbitals, high (low) 

overlap degree commonly implies large (small) second-order perturbation energy E(2) between 

the two NBOs. 

(15) As demonstrated in J. Mol. Model., 19, 2035 (2013), interaction energy of halogen-bond 

complexes is well correlated with the properies of (3,-1) critcial point of Laplacian of electron 

density at σ-hole location. The topology analysis of Laplacian of electron density can be 

conveniently realized in main function 2. Section 4.2.2 showed how to perform topology analysis 

for LOL, however you can use the same method to analyze Laplacian of electron density. 

 

There are also other possibly ways to study weak interactions, but they are not directly 

relevant to Multiwfn. These methods include: NBO E(2) and NBO deletion analyses (see the 

tutorials in NBO official website), rehybridization analysis (specific for H-bond, based on natural 

population analysis), variation of bond length and vibrational frequency, Mayer energy 

decomposition analysis (Phys. Chem. Chem. Phys., 8, 4630 (2006)), magnetically induced current 

(Phys. Chem. Chem. Phys., 13, 20500 (2011)), interacting quantum atoms (IQA, supported by 

AIMALL, see J. Phys. Chem. A, 117, 8969 (2013) for example), SAPT analysis (supported by 

Molpro, PSI4 etc. see WIREs Comput. Mol. Sci., 2, 254 (2012)), ETS-NOCV (supported by ADF, 

see J. Chem. Theory Comput., 5, 962 (2009)). 
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4.A.6 Calculate odd electron density 

Some papers calculate the so-called odd electron density (OED), its was originally defined in 

Chem. Phys. Lett., 372, 508 (2003), and employed in many papers, e.g. Theor. Chem. Acc., 130, 

711 (2011) and J. Phys. Chem. C, 116, 19729 (2012). Here I introduce how to plot it by using 

Multiwfn in combination with .wfn file produced by Gaussian. 

Spatial natural orbitals are yielded by diagonalizing total density matrix and have occupation 

number within 0 and 2.0. The OED of the kth natural orbital is defined as 

)(),2min()(odd rr kkkk nn    

where )(rk  and nk are its electron density and occupation number, respectively. Thus for nk1, 

the prefactor corresponds to occupation number, while for nk1, the prefactor corresponds to the 

complement to achieve a closed shell. In other words, the min(2-nk, nk) term can be regarded as 

the probability of the electron to be unpaired in this orbital. 

The total OED is defined as the summation of OED for all natural orbitals: 


k

k )()( oddodd rr   

 

Now we calculate OED for a closed-shell system OC-BH3 at CCSD level (at HF/DFT level, 

this quantity is obviously zero everywhere). The Gaussian input file can be found in 

examples\COBH3_CCSD.gjf, note that density out=wfn keywords are used. The resulting file 

examples\COBH3_CCSD.wfn contains all CCSD natural orbitals. 

We first calculate total OED. Boot up Multiwfn and input 

examples\COBH3_CCSD.wfn 

6 

26  // Modify occupation number 

0  // Select all orbitals 

odd  // Take min(2-nk, nk) as occupation number for all orbitals 

q  // Return 

-1 

Then we plot isosurface map of electron density as usual 

5 

1 

2 

-1 

Then we set isovalue to 0.005, you will see the total OED, as shown below. Although the use 

of OED in above mentioned papers aims to study biradical character, in my personal viewpoint, 

this function is also useful to reveal where electron correlation is significant. As you can see in the 

below graph, electron correlation is very strong in the multiple-bonds region of CO. 
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Next, we plot OED for natural orbital 11. What we need to do first is cleaning the occupation 

number for all other orbitals. Close the GUI and input 

0 

6 

26 

1-10 

0   // Clean the occupation number for orbitals 1 to 10 

12-57 

0   // Clean the occupation number for orbitals 12 to 57 

Then return to main menu and plot electron density as usual. That's all. 

 

Below we plot total OED for a typical biradical system C4H8 at M06-2X level. In this case, 

unrestricted open-shell calculation is needed and guess=mix keyword should be used to achieve 

symmetry-broken state. In addition, pop=no out=wfn must be specified so that spatial natural 

orbital will be generated by mixing alpha and beta density matrix, diagonalization and then be 

outputted to .wfn file. The natural orbitals obtained by such a UHF/UDFT calculation are 

sometimes referred to as unrestricted natural orbitals (UNO). The Gaussian input file for 

producing the .wfn file is examples\C4H8-UNO.gjf, and the resulting .wfn file is examples\C4H8-

UNO.wfn. Please use this file to plot total OED like above example, the isosurface map with 

isovalue of 0.02 should look like below (its character is quite similar with spin density map) 

 

 



5  Skills 

394 

5  Skills 

5.1 Make Multiwfn support more quantum chemistry 

programs 

Although currently Multiwfn is able to directly accept Molden input file (.molden) as input 

file, only the file generated by a few programs is formally supported (see the related description in 

Section 2.5). If the Molden input file is generated by other programs then the analysis result may 

be incorrect. For these cases, you can use Molden2aim program written by W. Zou 

(https://github.com/zorkzou/Molden2AIM) to convert Molden input file to .wfn file, or use this 

program to produce standardized Molden input file. 

Using Molden2aim is easy. First move the Molden input file (e.g. ltwd.molden) into the 

directory where molden2aim.exe is placed, then boot up Molden2aim, press ENTER and input 

ltwd.molden, and then press ENTER button twice, you will get ltwd.molden.wfn and 

ltwd_new.molden (standardized Molden input file). 

If you intend to use Molden2aim to convert the Molden input file yielded by CFour, ORCA 

or Turbomole, you need to slightly modify the file first, please check Molden2aim webpage on 

how to do this. 

Please do not modify the title line of the generated wfn file. 

 

Since Molden2aim v2.0.5, orbital spin-types are explicitly written at the end of the converted 

wfn file ($MOSPIN $END field), this information is automatically loaded by Multiwfn. 

Molden2aim can output GTFs with angular moment up to g (although g GTFs is not formally 

defined in wfn format), these g GTFs can also be correctly identified and loaded into Multiwfn. 

The "charge" field of the wfn file outputted by Molden2aim is the serial number of the 

element in periodic table rather than the effective nuclear charges, even if effective core potential 

(ECP) is used. This treatment is inconsistent with the wfn file outtputted by Gaussian, in which 

"charge" is effective core charges when ECP is used (e.g. the "charge" of Au under Lanl2DZ is 

19.0). So, if ECP is used and you want to calculate electrostatic potential, do not forget to modify 

"charge" field in the wfn file outputted by Molden2aim to effective nuclear charges. 

5.2 Running Multiwfn in silent mode 

Multiwfn aims for ease of use, so it is designed as an interactive program. Nevertheless 

Multiwfn can also run in silent mode, in which you do not need to press any keys during Multiwfn 

running. For example, you want to obtain the graph in example 4.4.1 silently, you need to write an 

inputstream file first, the content is (red texts are comments): 
 

4 

https://github.com/zorkzou/Molden2AIM�
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1 

1 

200,200 

2 

0 

0    Option 0: save graph to current directory 

 

I suppose that the inputstream file is named as “4.4.1.txt”, I have already provided this file in 

“examples” directory. Now change “isilent” parameter in "settings.ini" from 0 to 1, this step tells 

Multiwfn to forbid any graph or GUI popping up automatically during running (otherwise you 

have to close the window by clicking mouse button). Then run this command in MS-DOS (to 

enter MS-DOS from Windows, click “Start”-“run” and type “cmd”): Multiwfn hcn.wfn < 4.4.1.txt 

> medinfo.txt, here I assume that Multiwfn.exe, 4.4.1.txt and hcn.wfn are in current directory. 

After a few seconds, you will find the expected graphic file appears in current directory, from 

medinfo.txt you can find all intermediate information outputted by Multiwfn (the same as in 

interactive mode). 

What does the content in inputstream file mean? The answer is: the texts in each line of 

inputstream file are just what you need to input in interactive mode, you can redo example 4.4.1 to 

ensure it is true. It is easy to write a new inputstream file by following the prompts in interactive 

mode. The symbol “<” and “>” are known as redirection operator, they respectively tell Multiwfn 

that the contents in 4.4.1.txt are inputstream, while the outputstream should be stored into 

medinfo.txt. This redirection mechanism is not provided by Multiwfn but provided by operation 

system. Notice that the name of input file is missing in inputstream file, because it appears as an 

argument. 

You may have noted that when the task is finished, some errors like below appear. They are 

not really errors, and hence you can safely ignore them. 
forrtl: severe (24): end-of-file during read, unit -4, file CONIN$ 

Image              PC        Routine            Line        Source 

Multiwfn.exe       00588F1A  Unknown               Unknown  Unknown 

Multiwfn.exe       00586438  Unknown               Unknown  Unknown 

Multiwfn.exe       00530B3A  Unknown               Unknown  Unknown 

...... 

 

Another example, assume that you want to save detail compositions of orbital 1 to 3 of 

COCl2.fch, just create an inputstream file dubbed “orbana_1_3.in” with below content: 

8   Orbital composition analysis 

1   Mulliken method 

1   Orbital 1 

2   Orbital 2 

3   Orbital 3 

Then run the command: Multiwfn COCl2.fch < orbana_1_3.in > orbana_1_3.txt. 

 

If you are a Linux or Mac OS user, you can also make use of "echo" command to avoid 

writting an inputstream file to run Multiwfn silently. The goal of the last example can be 
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equivalently realized by running this command: 

echo -e "8\n1\n1\n2\n3" | Multiwfn COCl2.fch > orbana_1_3.txt  

Each "\n" means pressing ENTER button once. 

5.3 Running Multiwfn in batch mode (for Windows) 

If you are familiar with writing shell-scripts and you have read last section, you must have 

already know how to use Multiwfn to process a batch of files, it is indeed very easy. Assume that 

you want to generate cube files of ELF for these files: ultravox.wfn, chinaski.fch, 

strawberry_egg.wfn, you should compile a plain text file named “batchrun.bat” with below 

content: 
Multiwfn ultravox.wfn < genELFcub.txt > null 

move ELF.cub ultravox.cub 

Multiwfn chinaski.fch < genELFcub.txt > null 

move ELF.cub chinaski.cub 

Multiwfn strawberry_egg.wfn < genELFcub.txt > null 

move ELF.cub strawberry_egg.cub 

del null 

 

where "genELFcub.txt" is inputstream file for generating ELF cube file, its content is 
5 

9 

2 

2    Option 2: Exporting cube file in current directory 

If you cannot understand the meaning, read last section and consult example 4.5.1. 

Now, double click the icon of "batchrun.bat" or input the command batchrun in MS-DOS, the 

work will start and then the three ELF cube files will be generated in current folder sequentially. 

5.4 Copy outputs from command-line window to 

clipboard 

Sometimes the outputs of Multiwfn on command-line window are needed to be stored 

permanently or transported to third-part softwares via plain text file. Here I describe how to copy 

these outputs to Windows clipboard, assuming that you want to copy Hessian matrix of electron 

density. 
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After you select "Mark", drag left mouse button from point A to point B 

 

Then press ENTER button, the information highlighted by white rectangle will be stored to 

clipboard, you can paste them to anywhere, such as plain text file. 

For Mac OS or Linux system running in graphical environment, you can also copy the output 

of Multiwfn from console to plain text file by similar manner. 

5.5 Make command-line window capable to record more 

outputs 

Occasionally you may find command-line window cannot record entire outputs of Multiwfn. 

For example, you select option 6 in wavefunction modification module to get density matrix for a 

relative big wavefunction, however only the last part of the matrix can be found in the command-

line window. The solution of the problem is to enlarge buffer size of the window, please follow 

below steps. 
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Boot up Multiwfn, click title of the window by right mouse button, click "Properties", select 

"Layout" page, you will find the default buffer size of the window is 300 (see the screenshot 

below), that means only up to 300 lines can be recorded in the window, which is obviously too 

small. Change the value to a larger value, for example 9999, and then click OK button. After that 

you will find the window capable to record much more outputs (If the complete output still cannot 

be recorded, enlarge buffer size again). 

The buffer size setting is saved permanently in system, you needn't to set this value again at 

next time you boot up Multiwfn. 

For Linux and Mac OS, you can also find similar option used to set buffer size of terminal. 

 

 

5.6 Rapidly load a file into Multiwfn 

Probably sometimes you feel inputting the path of input file is cumbersome, especially when 

the path is very long. Below I provide you some tricks, which make this step much more easier. 

If you want to rapidly load a file into Multiwfn without inputting its path, you can boot up 

Multiwfn and then directly drag the icon of the file into the Multiwfn command-line window. 

In Windows platform, an even more simple method is directly dragging the file onto the icon 

of "Multiwfn.exe", then the file will be automatically loaded into Multiwfn. Notice that in this 

situation, the "current folder" is the position of the input file. 

If directly inputting letter o, the file last time loaded will be loaded again, whose path is 

recorded as lastfile variable in settings.ini file. 

Assume that the file you last time loaded is C:\sob\lover\K-ON\Mio.wfn, and this time you 

want to load C:\sob\lover\K-ON\Azusa.wfn, you can simply input ?azusa.wfn, namely the path of 

the folder last time involved can be replace with a question mark. 
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5.7 Supply inner-core electron density for the 

wavefunctions involving pseudopotential 

In Section 2.5 the characteristic of .wfx file produced by Gaussian (since G09 revision B.01) 

and the meaning of electron density function (EDF) are introduced. EDF information in .wfx file 

is used to represent the inner-core density replaced by pseudopotential, so that for the 

wavefunctions involving pseudopotential, the result of the wavefunction analyses that purely 

based on electron density can be almost exactly identical to full-electron wavefunction. 

Although .wfx file has already been supported by a few ab initio programs, until now only 

the .wfx file produced by G09 contains EDF information. Fortunately, in Multiwfn, when we are 

analyzing .fch/.wfn/.molden file or the .wfx file generated by other programs, we can "borrow" the 

EDF information from G09 atomic .wfx files. I provide an example below. 

"examples\Pt(NH3)2Cl2.wfn" is a file corresponding to Pt(NH3)2Cl2, Lanl2 pseudopotential 

accompanied by Lanl2DZ basis-set is used for Pt and Cl, while 6-31G* is used for other atoms. 

"examples\Pt_lanl2.wfx" and "examples\Cl_lanl2.wfx" are the Pt and Cl atomic .wfx files 

produced by G09, in which Lanl2 is also used, therefore their EDF fields represent the inner-core 

electron density of Pt and Cl replaced by Lanl2.  

In order to borrow EDF information from the atomic .wfx files in the analysis of 

Pt(NH3)2Cl2.wfn, first we need to set "ireadatmEDF" parameter in settings.ini file to 1. Then boot 

up Multiwfn and input following commands 

examples\Pt(NH3)2Cl2.wfn 

Pt   // Load EDF information for element Pt 

examples\Pt_lanl2.wfx   // Take EDF information of Pt from this file 

Cl   // Load EDF information for element Cl 

examples\Cl_lanl2.wfx   // Take EDF information of Cl from this file 

q   // We have finished, exit 

Now we can perform wavefunction analysis as usual. But it is better to first carry out some 

tests to check if inner-core electron density has been properly represented, for example, we 

integrate electron density over the whole space 

100   // 100 Other functions (Part1) 

4   // Integrate a function in whole space 

1   // Electron density 

The result is 132.00, which is the expected total number of electron of Pt(NH3)2Cl2. Assume 

that we didn't load the EDF information, then the result will be 52.00, which is just the number of 

valence electrons of Pt(NH3)2Cl2. 

Note that you can also directly input atomic indices instead of element name, for example, 

inputting 4,8-10,11 means selecting atoms 4,8,9,10,11 in present system. Of course, the atoms you 

selected each time must corresponds to the same element and the same pseudopotential. 

It is users' responsibility to prepare the atomic .wfx files. Since there are too many kinds of 

pseudopotentials and elements, evidently I am uncapable of providing all of them for you. 
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Appendix 

1 Setting up environment variable for Gaussian in 

Windows 

If the error “No executable for file l1.exe” occurs when Multiwfn is invoking Gaussian, that 

means the environment variable “GAUSS_EXEDIR“ has not been set properly, therefore 

Gaussian does not know where to find l1.exe. Here I show you how to set it. 

(1) Windows XP users: Enter “control panel”-“System properties”-“Advanced” 

(2) Windows 7 users: Enter “control panel”-“System”-“Advanced system setting”-

"Advanced" 

Then click “Environment variables” button, then click “New” button (in “User variables” 

frame), input GAUSS_EXEDIR in variable name, input the install directory of Gaussian in variable 

value (e.g. d:\study\g09w\, assuming that g09.exe is in this folder). Afterwards when Gaussian is 

invoking, Gaussian will search executable files of each link (such as l1.exe) in this folder. 

2 The routines for evaluating real space functions 

Below are the routines in function.f90 file. You can make use of them to construct new real 

space function by yourself. For more details please check the comments in the code of 

corresponding routine. 

 

 Calculate real space functions: 

 function calcfuncall: A warpper for calculating any supported real space function at a given 

point 

 function userfunc: User defined real space function 

 function fmo: Orbital wavefunction value 

 function fdens: Electron density 

 function fspindens: Spin or Alpha or Beta electron density 

 function fgrad: Gradient (x,y,z components or its norm) of density, or reduced density 

gradient (RDG) 

 function flapl: Laplacian of electron density (xx or yy or zz part or total) 

 function Lagkin: Lagrangian kinetic G(r), or its components 

 function Hamkin: Hamiltonian kinetic K(r), or its components 

 function signlambda2rho: Sign(lambda2(r))*rho(r) 

 subroutine signlambda2rho_RDG: Calculate Sign(lambda2(r))*rho(r) and RDG at the same 

time 

 function signlambda2rho_prodens: Sign(lambda2(r))*rho(r) with promolecular 

approximation 
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 function RDGprodens: RDG with promolecular approximation 

 subroutine signlambda2rho_RDG_prodens: Calculate Sign(lambda2(r))*rho(r) and RDG at 

the same time with promolecular approximation 

 function ELF_LOL: ELF and LOL 

 function avglocion: Average local ionization energy 

 function loceleaff: Local electron affinity 

 function linrespkernel:  Approximate form of DFT linear response kernel for close-shell 

 function pairfunc: Exchange-correlation density, correlation hole and correlation factor 

 function srcfunc: Source function 

 function infoentro: Shannon information entropy function or Shannon entropy density 

 function totesp: Total ESP 

 function nucesp: ESP from nuclear or atomic charges 

 function eleesp: ESP from electrons 

 subroutine planeesp: Calculate ESP in a plane 

 subroutine espcub: Calculate grid data of ESP from electrons 

 function twoorbnorm: Product of norm of two orbitals 

 function beckewei: Generate Becke weighting function 

 function densellip: Ellipticity of electron density and  index 

 function xLSDA: Integrand of LSDA exchange functional 

 function xBecke88: Integrand of Becke88 exchange functional 

 function cLYP: Integrand of LYP corelation functional 

 function DFTxcfunc: Various kinds of integrand of DFT exchange-correlation functionals 

 function DFTxcpot: Various kinds of DFT exchange-correlation potentials 

 function weizsacker: Integrand of Weizsacker functional (steric energy) 

 function stericpot: Steric potential, which negative value is one-electron potential 

 function stericcharge: Steric charge 

 function stericforce: Magnitude of steric force 

 funciton paulipot: Pauli potential 

 function pauliforce: Magnitude of Pauli force 

 function paulicharge: Pauli charge 

 function Fisherinfo: Fisher information density 

 function calcatmdens: Promolecular density calculated based on Lagrange interpolation of 

built-in atomic radial density 

 function PAEM: Potential acting on one electron in a molecule 

 

 Calculate derivatives of real space functions: 

 subroutine orbderv: Calculate wavefunction value of a range of orbitals and their derivatives 

at given point, up to third-order  

 subroutine EDFrho: Calculate contribution from EDFs (recorded in wfx file) to density and 

corresponding derivatives (up to third-order) 

 subroutine gencalchessmat: A general routine used to calculate value, gradient and Hessian 

matrix at a given point for some real space functions 

 subroutine gendensgradab: Generate electron density and gradient norm for alpha and beta 

electrons at the same time 
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 subroutine calchessmat_dens: Calculate electron density, its gradient and Hessian matrix 

 subroutine calchessmat_lapl: Calculate Laplacian of electron density, its gradient and 

Hessian matrix (Hessian is not available) 

 subroutine calchessmat_ELF_LOL: Calculate ELF/LOL, its gradient and Hessian matrix 

(Hessian is not available) 

 subroutine calchessmat_prodens: Calculate electron density, its gradient and Hessian matrix 

with promolecular approximation 

 subroutine stericderv: Calculate the first-order derivative of steric potential 

3 Detail of built-in atomic densities 

Some analyses, such as Hirshfeld/ADCH population analyses and Hirshfeld orbital 

composition analysis request atomic densities. Though, as shown in Section 3.7.3, the atomic 

densities can be evaluated based on atomic .wfn files, the process is slightly complicated, namely 

the element .wfn files needed must be prepared and sphericalized first. In order to simplify these 

analysis tasks, a set of built-in atomic densities (available from H to Lr) was provided in Multiwfn 

and one can directly choose to use it. 

These built-in atomic densities were evaluated at highly accurate computational level at atom 

ground-states, and have been sphericalized (density distribution of many atoms in their ground 

states are not spherically symmetric). Main group elements with index <=18 were calculated at 

B3LYP/cc-pVQZ level, those >18 were calculated at B3LYP/ANO-RCC level (except for Ca, 

UGBS is used since the ANO-RCC of Ca in EMSL website is wrong). Transition metals were 

calculated at HF/UGBS level. Lanthanides and Actinides were calculated at B3LYP/SARC-DKH 

level (except for U and Np, for which ROHF was used instead of B3LYP because DFT cannot 

reproduce their correct ground state configurations). For all elements heavier than Ar, DKH2 

method was employed to take scalar relativistic effect into account. Unless otherwise specified, 

open-shell systems was treated by unrestricted open-shell formalism. 

The atomic densities are recorded as radial points in "atmraddens.f90", the second kind of 

Gauss-Chebyshev method was used to generate the position of radial points, and the point 

distribution is identical for all elements. The atomic density at any point is evaluated in terms of 

Lagrange interpolation method based on the points. 

If you want to replace built-in atomic density of an element with that calculated by yourself, 

after booting up Multiwfn and loading corresponding atom wavefunction file, select main function 

98 ( a hidden function), then Multiwfn will calculate radial electron density and output the result 

to "sphavgval.txt" in current folder. You can directly copy the Fortran codes in this file into 

corrsponding field of atmraddens.f90. 


